The Tianhe-2 Supercomputer: Less than Meets the Eye?
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The Chinese Tianhe-2 (TH-2; 天河二号) is now the fastest supercomputer in the world. Manufactured by China’s National University of Defense Technology (NUDT) and the Chinese company Inspur (浪潮), its peak performance—and power consumption—are roughly double that of the next fastest supercomputer, the Cray XK7 Titan located at the Oak Ridge National Laboratory. Titan, the world’s former number one supercomputer, has a peak performance of 17.59 petaflops; the TH-2 has a peak performance of 33.86 PFlops.1 While the TH-2 represents a significant achievement for the Chinese in the race towards exascale computing and the second time a Chinese supercomputer has achieved top ranking, there appears to be less progress in the drive towards indigenous Chinese innovation. Like China’s previous supercomputers, the TH-2 continues to rely on foreign sources for critical components—namely the processors—and the development of Chinese software applications for supercomputers continues to lag behind the notable advances in hardware, limiting the practical uses for supercomputers in China.

Supercomputers, often referred to as high-performance computers (HPC), offer far greater performance than typical mainstream computer systems and are used to tackle larger problems and to solve them in a shorter amount of time.2 Usually, these problems are derived from complex mathematical models of the physical world, simulated from physical systems that are often too complex to analyze through observations or theory. Complex systems and models also tend to generate large amounts of data; supercomputers allow the end user to process these data much more rapidly than mainstream computers. In addition, supercomputer modeling can be used to replace experiments that would be infeasible or just impossible to run. Supercomputers are used in a broad array of scientific fields, including atmospheric sciences, astrophysics, chemical separations, and evolutionary biology, to name a few.3

Supercomputing applications can also have implications for national security. In the United States, simulations run on supercomputers are now used in lieu of actual nuclear weapons testing. Accurate supercomputer models are required to evaluate the potential performance of explosives used in nuclear weapons. They are also used to assess the state of America’s nuclear stockpile and to predict the effect of aging on weapons components. The ability of supercomputers to handle large amounts of information and process it quickly also lends supercomputing to intelligence work requiring the aggregation and prompt analysis of large amounts of streaming, image, spectral, and text data.4 Finally, the raw computing power of supercomputers allows them to have applications in the field of cryptography.5

---

1 One petaflop is one quadrillion floating point operations per second. A floating-point operation is any mathematical operation or assignment that involves floating-point numbers, which have decimal points in them, as opposed to binary integer options. The TH-2 is therefore capable of performing roughly 34 quadrillion of these operations in one second. Performance data for the TH-2 from “Top500 List - June 2013,” http://www.top500.org/list/2013/06/.
2 The terms “HPC” and “supercomputing” will be used interchangeably throughout this article.
5 Graham, Snir, and Patterson, Getting Up to Speed: The Future of Supercomputing.
According to various reports, the Tianhe-2 is expected to be used for climate modeling, medical research, computational fluid dynamics, seismic modeling, optimization problems in quantum mechanics, and larger computational chemistry projects. The role of NUDT as the main manufacturer of the TH-2 suggests, however, that national security applications may figure prominently in its use. The Tianhe-1A, also manufactured by NUDT, is purportedly being used for military purposes and intelligence mining. As the successor of the Tianhe-1A, the TH-2 is expected to be used for the modeling and design of aircraft, potentially including military aircraft. Moreover, development programs for supercomputer software applications also suggest that the TH-2 could be used for military applications, including such dual uses as aircraft design, spacecraft design, complex electromagnetic field simulations, and the design of new materials.

Indeed, NUDT is a key base for scientific research on national defense technologies and advanced weaponry and equipment. Founded in 1953, NUDT is a national key university and falls under the dual supervision of China’s Ministry of Education and Ministry of National Defense. NUDT has been responsible for many of China’s HPC achievements. NUDT first broke into supercomputing with the 1983 Yinhe-1 (YH-1; Galaxy-1), or Galaxy-1, which was capable of achieving 100Mflops and was China’s first ever supercomputer. NUDT was also behind China’s first supercomputers that were capable of performing one billion (YH-2), one trillion (another Galaxy variant), and one quadrillion (Tianhe-1) calculations per second. In terms of hardware and software components, NUDT has also designed its own line of microprocessors, FeiTeng (飞腾), and its own operating system, Kylin (麒麟); both are in use in the TH-2.

Inspur, NUDT’s partner on the TH-2, is a Chinese IT group that offers various cloud computing, HPC, server, data center, and software solutions. In addition to working on the TH-2, Inspur was involved in the construction of the Tianhe-1A, rated as the world’s fastest supercomputer in 2010, and the Sunway Bluelight, currently China’s fourth-fastest supercomputer. Inspur also manufactures its own line of supercomputers, known as Tiansuo (天梭).

While NUDT and Inspur were responsible for the manufacture of the TH-2, the project also received much financial support from the Chinese government. Supercomputing in China falls under the purview of multiple government programs at the national level, including the Twelfth Five-Year Plan for Science and Technology ("十二五"发展规划), the Medium- and Long-Term Plan for the Development of Science and Technology (MLP; 国家中长期科学和技术发展规划), the National High-Tech R&D Program (863; 国家高技术研究发展计划), the National Natural Science Foundation of China (NSFC; 国家自然科学基金委员会), and the National Basic
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Research Program (973; 国家重点基础研究发展计划). The Twelfth Five-Year Plan runs from 2011 to 2015 and gives a broad overview of China’s overall science and technology goals, calling for the development of the next generation of supercomputers and an indigenous Chinese cloud computing platform. 15 Reportedly, a total of 4 billion RMB (~$650 million USD) will be allocated to HPC between 2011 and 2015, with 60 percent of the funding coming from MOST and 40 percent coming from local governments. 16

The 863 Program, which is updated in tandem with China’s Five-Year Plans, is likely the most significant in Chinese HPC. The 863 Program is a major Ministry of Science and Technology program that provides much of the funding for China’s major supercomputing projects, including the TH-2. Supercomputing currently falls under the 863 major project “High Productivity Computers and the Application Service Environment” (高效能计算机及应用服务环境重大项目). The stated purpose of the program is to provide supercomputing resources for China’s industrial and strategic sectors. 17 According to one source, the 863 Program under the Twelfth Five-Year Plan allocates 1.2 billion RMB (~$190.3 million USD) and an additional 600 million RMB for software. 18

In addition to building hardware, an additional goal of the 863 Program is to design domestic software suitable for petaflop computing. Ideally, software would be designed to be scalable up to 300,000 cores—the Tianhe-2 has 3.12 million cores—and achieve a parallelization efficiency of no lower than 30 percent, meaning that software is designed in such a manner that the performance gain for every core added, up to 300,000, is no lower than 30 percent. The project has also identified eight main application areas for supercomputing software: fusion and fission simulation, aircraft design, spacecraft design, new drug research and development and protein folding modeling, animation rendering, structural analysis of large-scale engineering projects, complex electromagnetic field simulations, and the design of new materials and performance analysis. Each application area will be allocated 10 million RMB (~$1.63 million USD). There will also be 20 million RMB (~$3.26 million USD) allocated for the research and development of structural mesh, non-structural mesh, non-mesh geometry, and finite element methods. These would be scalable up to 900,000 cores and achieve a parallel efficiency of no lower than 30 percent. 19

While the software goals appear quite clear, sources differ over China’s HPC hardware goals. According to Zhong Jin of the Chinese Academy of Sciences’ Supercomputing Center the goal of the current Five-Year Plan is to have multiple petascale supercomputers and to have at least one supercomputer that achieves 50–100 PFlops performance. 20 However, David Kahaner of the Asian Technology Information Program states that the goal is to have two 100 PFlop systems, with one being installed in Guangzhou—ostensibly this is the Tianhe-2—and the other being installed in Chongqing. For both, local governments match funding from the 863 Program. 21 The TH-2 has a theoretical peak performance of 54.9 PFlops. If the first source is accurate, then the Tianhe-2 has achieved China’s current hardware goals. If the second source is accurate, which is implied by an interview with the chief scientist of HPC applications at Inspur, then the TH-2 has fallen short of the original goal. 22 It is possible that the Tianhe-2 will be later upgraded into a 100 PFlops system, similar to how the Tianhe-1 was upgraded to the Tianhe-1A. Going

16 Zhong, “Recent Advances of Chinese Efforts in HPC.”
20 Zhong, “Recent Advances of Chinese Efforts in HPC.”
21 Kahaner, “Asia HPC Overview.”
22 Hemsoth, “China Means Business with Supercomputing Push.”
beyond the current Five-Year Plan, the goal of the Thirteenth Five-Year Plan will be to build an exascale (1000 PFlops) system by the year 2020.\textsuperscript{23}

Unlike U.S. supercomputer manufacturers, which use domestic components, China has so far used a combination of foreign and domestic components to achieve its goals. For example, the Tianhe-2’s TH-2 interconnect system, Kylin operating system, and FT-1500 processors used in the front-end system are all domestically made.\textsuperscript{24} However, much of the improved performance of the Tianhe-2 comes from its use of Intel-designed processors. As a result, the lack of domestic processors in any of the compute nodes indicates that Chinese-designed processors are not yet powerful enough to propel an HPC system into the ranks of the world’s fastest supercomputers. While reports had suggested that the NUDT-designed FT-1500 processors would be used to power the entire TH-2 system, these domestic processors are only used in the front-end system that allows the user to send computational tasks to the compute node. They do not add to the TH-2’s computing power.\textsuperscript{25}

Of the three components that are of domestic origin in the Tianhe-2, the design of the interconnect is the most impressive and the most innovative. Interconnects are used in HPC systems to connect the different nodes of the system and are required for data to be transmitted throughout the entire supercomputer. The world’s fastest supercomputers generally use a proprietary interconnect designed by the HPC vendor that built the supercomputer. The fact that a Chinese vendor is capable of designing its own interconnect is a notable feat, although the Tianhe-1A also employs a Chinese-designed interconnect system. Nevertheless, the TH-2 Express interconnect system is an upgrade over the interconnect system used in the Tianhe-1A.

In terms of theoretical performance, the TH-2 marks a significant improvement in Chinese supercomputing. However, the 33.86 PFlops number for the TH-2 is derived from the running of an artificial benchmark; achieving this same performance with real-world scientific applications would be tremendously more challenging. HPC experts at the San Diego Supercomputing Center (SDSC) also note that building a supercomputer that can achieve the same performance achieved by the TH-2 is largely a matter of money: U.S. HPC vendors could build a supercomputer of equal performance if they were given adequate funding. To provide a rough comparison, the Cray XK7 Titan at Oak Ridge unveiled last year reportedly cost $100 million to build, while the TH-2 is purposed to have cost 2.4 billion RMB (~$390 million USD).\textsuperscript{26}

Despite advances in hardware, it is an open question as to whether China has the software applications to take advantage of the TH-2’s upgraded capabilities. Indeed, HPC experts at SDSC stress that the key to supercomputing lies in the applications. On the software application side, China has been weak in terms of designing software that takes advantage of their impressive HPC hardware assets, leading some to question whether China’s supercomputers are being effectively utilized.\textsuperscript{27} The difficulty lies in the fact that applications must be tailored for implementation on
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supercomputers; it is not easy to write code that can actually utilize all the computing power that an HPC system has to offer. The result is that supercomputers can be left idle for long periods of time, raising the question of whether China even needs greater computing capacity.  

For example, in response to the notion that the TH-2 will be used to improve China’s automobile industry, a professor at Tsinghua University’s department of automobile engineering commented, “I have never heard of Toyota or Daimler or any major carmaker using a supercomputer to design their cars […] It is like running after a chicken with an axe. It is quite unnecessary.”

Despite this, funding for hardware continues to outstrip funding for software in China. As of 2012, the software budget for HPC is about one-third of the hardware budget in the United States, while in China, less than 10 percent of HPC funding goes towards software applications.

Regardless, the Tianhe-2 will be moved to China’s National Supercomputing Center in Guangzhou by the end of the year. It remains to be seen whether China can develop the software and the expertise to take advantage of the substantial performance increase that it offers. While the Tianhe-2 is a notable accomplishment on the hardware side, it does not seem to represent a significant advancement in China’s indigenous innovation capabilities beyond the design of interconnect systems. China continues to rely on foreign sources for the “brains” of its supercomputers—the processors—and even with its fast supercomputers, China does not appear to have the software capabilities to match its advancements in the hardware arena.

---

28 Chen, “World’s Fastest Computer, Tianhe-2, Might Get Very Little Use.”
30 Davis, “China’s Not-So-Super Computers.”